Chapter 8 Additional SPSS exercise
Using the data from the table below carry out the relevant ANOVA and get SPSS to present appropriate statistics, including confidence intervals and pairwise comparisons.
	Baseline
	Time2
	Time3

	20
	17
	17

	15
	17
	16

	18
	16
	14

	16
	14
	14

	13
	10
	11

	19
	6
	4

	20
	15
	16

	15
	13
	12

	17
	10
	9

	18
	14
	11


SPSS Exercise answer

You should set up you data file as we have done in the image below:
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baseline | time02 | time03 var var var var var var var var var var var var var var var var var
1 2000 17.00 17.00

2 15.00 17.00 16.00

3 16.00 16.00 14.00

4 16.00 14.00 14.00

5 13.00 10.00 11.00 1
6 19.00 600 400

7 2000 15.00 16.00

8 15.00 13.00 12.00

9 17.00 10.00 9.00

10 16.00 14.00 11.00
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To carry out the analysis, you should click on Analyze, General Linear Mode, Repeated Measures and set up the dialog box as we have done below:
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and this dialog box:
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SPSS gives you more than you need. Some of the most relevant parts of the output are produced below.
Mauchly's test is significant, so we have to use the Greenhouse-Geisser correction (see tests of within-subjects effects)

	Mauchly's test of sphericityb

	Measure:MEASURE_1

	Within subjects effect
	Mauchly's W
	Approx. chi-square
	df
	Sig.
	Epsilona

	
	
	
	
	
	Greenhouse-Geisser
	Huynh-Feldt
	Lower-bound

	dimension1
	factor1
	.228
	11.827
	2
	.003
	.564
	.590
	.500

	Tests the null hypothesis that the error covariance matrix of the orthonormalized transformed dependent variables is proportional to an identity matrix.

	a. May be used to adjust the degrees of freedom for the averaged tests of significance. Corrected tests are displayed in the tests of within-subjects effects table.

	b. Design: Intercept 

 Within Subjects Design: factor1


	Tests of within-subjects effects

	Measure:MEASURE_1

	Source
	Type III sum of squares
	df
	Mean square
	F
	Sig.

	factor1
	Sphericity assumed
	126.467
	2
	63.233
	10.266
	.001

	
	Greenhouse-Geisser
	126.467
	1.129
	112.048
	10.266
	.008

	
	Huynh-Feldt
	126.467
	1.180
	107.191
	10.266
	.007

	
	Lower-bound
	126.467
	1.000
	126.467
	10.266
	.011

	Error(factor1)
	Sphericity assumed
	110.867
	18
	6.159
	
	

	
	Greenhouse-Geisser
	110.867
	10.158
	10.914
	
	

	
	Huynh-Feldt
	110.867
	10.618
	10.441
	
	

	
	Lower-bound
	110.867
	9.000
	12.319
	
	


These are the means and confidence intervals.
	Estimates

	Measure:MEASURE_1

	time
	Mean
	Std error
	95% confidence interval

	
	
	
	Lower bound
	Upper bound

	1
	17.100
	.737
	15.433
	18.767

	2
	13.200
	1.123
	10.658
	15.742

	3
	12.400
	1.240
	9.595
	15.205


And these are the pairwise comparisons (Bonferroni).
	Pairwise comparisons

	Measure:MEASURE_1

	(I) time
	(J) time
	Mean difference (I–J)
	Std error
	Sig.a
	95% confidence interval for differencea

	
	
	
	
	
	Lower bound
	Upper bound

	dimension1
	1
	dimension2
	2
	3.900*
	1.251
	.037
	.230
	7.570

	
	
	
	3
	4.700*
	1.399
	.025
	.597
	8.803

	
	2
	dimension2
	1
	-3.900*
	1.251
	.037
	-7.570
	-.230

	
	
	
	3
	.800
	.416
	.261
	-.421
	2.021

	
	3
	dimension2
	1
	-4.700*
	1.399
	.025
	-8.803
	-.597

	
	
	
	2
	-.800
	.416
	.261
	-2.021
	.421

	Based on estimated marginal means

	*. The mean difference is significant at the .05 level.

	a. Adjustment for multiple comparisons: Bonferroni.


We can see from this that time point 1 is significantly different from the other two time points, but time points 2 and 3 do not differ significantly.
